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Preface

This book is the result of the first author’s research, between 2004 and 2016, in
the robust nonlinear regression area, when he was affiliated with the institu-
tions listed. The lack of computer programs together with mathematical devel-
opment in this area encouraged us to write this book and provide an R-package
called nlr for which a guide is provided in this book. The book concentrates
more on applications and thus practical examples are presented.

Robust statistics describes the methods used when the classical assumptions
of statistics do not hold. It is mostly applied when a data set includes outliers
that lead to violation of the classical assumptions.

The book is divided into two parts. In Part 1, the mathematical theories of
robust nonlinear regression are discussed and parameter estimation for het-
eroscedastic error variances, autocorrelated errors, and several methods for
outlier detection are presented. Part 2 presents numerical methods and R-tools
for nonlinear regression using robust methods.

In Chapter 1, the basic theories of robust statistics are discussed. Robust
approaches to linear regression and outlier detection are presented. These
mathematical concepts of robust statistics and linear regression are then
extended to nonlinear regression in the rest of the book. Since the book is
about nonlinear regression, the proofs of theorems related to robust linear
regression are omitted.

Chapter 2 presents the concepts of nonlinear regression and discusses the
theory behind several methods of parameter estimation in this area. The robust
forms of these methods are outlined in Chapter 3. Chapter 2 presents the gen-
eralized least square estimate, which will be used for non-classical situations.

Chapter 3 discusses the concepts of robust statistics, such as robustness and
breakdown points, in the context of nonlinear regression. It also presents sev-
eral robust parameter estimation techniques.

Chapter 4 develops the robust methods for a null condition when the error
variances are not homogeneous. Different kinds of outlier are defined and their
effects are discussed. Parameter estimation for nonlinear function models and
variance function models are presented.

xi



xii

Preface

Another null condition, when the errors are autocorrelated, is discussed in
Chapter 5. Robust and classical methods for estimating the nonlinear function
model and the autocorrelation structure of the error are presented. The effect of
different kinds of outlier are explained, and appropriate methods for identifying
the correlation structure of errors in the presence of outliers are studied.

Chapter 6 explains the methods for identifying atypical points. The outlier
detection methods that are developed in this chapter are based mainly on sta-
tistical measures that use robust estimators of the parameters of the nonlinear
function model.

In Chapter 7, optimization methods are discussed. These techniques are then
modified to solve the minimization problems found in robust nonlinear regres-
sions. They will then used to solve the mathematical problems discussed in Part
1 of the book and their implementation in a new R package called nlr is then
covered in Chapter 8.

Chapter 8 is a guide to the R package implemented for this book. It covers
object definition for a nonlinear function model, parameter estimation,
and outlier detection for several model assumption situations discussed in
the Part 1. This chapter shows how to fit nonlinear models to real-life and
simulated data.

In Chapter 9, another R packages for robust nonlinear regression are pre-
sented and compared to nlr. Appendix A presents and describes the databases
embedded in nlr, and the nonlinear models and functions available.

At the time of writing, the n1r package is complete, and is available at The
Comprehensive R Archive Network (CRAN-project) at https://cran.r-project
.org/package=nlr.

Because of the large number of figures and programs involved, there are many
examples that could not be included in the book. Materials, programs, further
examples, and a forum to share and discuss program bugs are all provided at
the author’s website at http://www.riazoshams.com/nlr and at the book’s page
on the Wiley website.

Response Manager, Shabdiz Music School of Iran,
Full time faculty member of Islamic Azad University of Lamerd, Iran,
Department of Statistics, Stockholm University, Sweden,
Institute for Mathematical, Research University of Putra, Malaysia
November 2017
Hossein Riazoshams
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